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The article, “Evaluating Scalability Parameters:A Fitting End” by Dr. Neil J. Gunther, contains 
a step by step method to estimate the parameters, σ and λ, of the Super-serial Scalability Law 
(SSL) using Microsoft Excel. Further investigation of the scheme shows some deviations from 
expected behavior. In this white paper, the root cause of the deviations from the expected results 
are explained and an improved scheme is proposed for getting more accurate estimates.
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A method to estimate the parameters of the Super-serial Scalability Law was published in the article 
“Evaluating Scalability Parameters:A Fitting End” by Dr.Neil J. Gunther [1]. For the sake of self 
containment some of the expressions are reproduced in this section. Eq.(4) in [1] states:

(1)

Denote the random variables, X and Y as described in [1]:

(2a)

(2b)

Substitution of (N/C) − 1 and (N − 1) in Eq.(1) by the expressions in Eq.(2) gives:

(3)

The scheme, in [1], proposed to substitute σλ by a and σλ + σ by b in Eq.(3) to get

(4)

The above Eq.(4) is the exact statement of Eq.(6) in [1]. The above quadratic polynomial in Eq.(4) 
can be used directly in the regression-based “Trendline” tool of Microsoft Excel and is stated to be 
the reason for converting to this form [1].

Eq. (4) was based on Eq.(7) and Eq.(8), in section 3.3 of [1], which suggested the following symbolic 
substitution

(5)

(6)

The suggested relations in (5) and (6) imply that

(7)

In the same way, the relations (5) and (6) imply that

(8)

Once the equation is stated in a suitable form, the scheme in [1] suggested using performance data to 
use the regression-based “Trendline” tool of Microsoft Excel for a quadratic polynomial to estimate 
the parameters σ and λ. In the next section we will use two sets of performance data to show the 
deviation in the results.

Original Arrangement
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Application of Least Square Regression

June 1995 Data
The source SPEC data in Table 1 in [1] was referred to as the June 1995 release but later it was found 
by Jon Hill of TeamQuest Corporation, that the data was from a December 1994 release. There is 
no harm in applying the method to both data sets. The June 1995 data [3], along with the processed 
values for applying the method of [1], is reported in Table 1. Notice specifically the blue values in 
Table 1. The maximum of N, Nmax, should be between N = 36 and N = 108 as indicated by the blue 
colored data in Table 1.

The steps to estimate the parameters σ and λ, described in section 4 of [1], are applied to the data 
of Table 1 and the results are reported in Table 2, above. The value of Nmax = 70 predicted by the 
estimated σ and λ is included in Table 2. The following Figure 1 compares the model function specified 
by the estimates of σ and λ of Table 2 and the actual measurements of Table 1.
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The red colored graph in Figure 1 is the model function of Super-serial Scalability Law for the 
parameters of Table 2. It shows that the maximum performance, C(Nmax) ≈ 23.87, for N = 70.21396 
as predicted by Super-serial Scalability Law, is less than the measured performance for N = 72 (C(72) 
≈ 25.4) and N = 108 (C(108) ≈ 24.6). This is a subtle but qualitatively significant deviation from the 
expected behavior suggested by the measured performance data.
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Figure 1: Comparing the Prediction Graphs with Measurements

By observing the data in Table 1, one can rationally expect that C(Nmax) ≥ C(72) and 36 < Nmax < 108. 
In Table 2 the value for Nmax is 70, which is between 36 and 108, but in Figure 1 the predicted 
maximum performance, C(70), is less than C(72) and C(108). This starkly defies expectations.

Oct 1994 Data
An Internet search by Jon Hill of TeamQuest Corporation indicated that the data for the same system, 
reported on Dec 1994 [4], matches with the data of Table 1 in [1]. The data is reproduced in Table 3, 
below, to indicate an important observation. Notice again the rows colored blue in Table 3. The data 
in those blue rows indicate that the Nmax is between N = 36 and N = 108. In Table 5 in [1], Nmax = 111. 
The data of Table 5 in [1] is reproduced in Table 4, below. The measured performance for N = 108 
is less than the measured performance for N = 72. Thus, the predicted value of Nmax = 111 (in red) 
in Table 4, computed from the σ and λ in Table 5 in [1], does not comply with the data in Table 3. 
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The data in Table 3 suggests that the performance, C(111) ≈ 28.99, at N = 111 should be less than the 
performance, C(108) at N = 108. Hence the prediction that maximum performance will be at N = 111 
is qualitatively a significant deviation from expected behavior. This is evidence of deviation in the 
method to estimate the parameters σ and λ in [1].

Analysis with Regression Theory

According to Eq.(9.100) in page 604 of [2], denote the random variables, x1 and x2, as following:

(9a)

(9b)
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Substitute Eq.(9) into Eq.(4). Then according to Eq.(9.86) in page 589 of [2], S(a,b) needs to be 
minimized:

(10)

where, J = 8 when using data from Table 1 and J = 7 when using data from Table 3. To do the regression, 
according to page 589 of [2], set partial derivative of S(a,b) with respect to a to zero and set partial 
derivative of S(a,b) with respect to b to zero and solve the system of equations as shown below:

(11a)

(11b)

Notice, the red colored factors in the expressions in Eq.(11). These are the source of the trouble. How 
these factors cause trouble is explained next.

Remember that from Eq.(7) and Eq.(8), a and b are functions of each other. From Eq.(7) and Eq.(8):

(12)

Now expand the red colored factors in Eq.(11a):

From Eq.(12) the above expression implies that:

(13)

Similarly from Eq.(12) the red colored factor of Eq.(11b) implies that:

(14)
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So, a simplified form of Eq.(11) is:

(15a)

(15b)

According to page 589 of [2], it is required that

(16)

If the required conditions of Eq.(16) were satisfied then the expression in Eq.(15) would have looked 
like the following:

(17a)

(17b)

The extra terms in the red colored factor in Eq.(15) gives the correct form of the equations for estimating 
a and b of Eq.(4) that are the counter part of the final solvable equations, Eq.(17), based on the theory 
in Page 589 of [2] for regression or least-square-error solution when the conditions of Eq.(16) do 
not hold because of Eq.(5) and Eq.(6). Further simplification of the equations of Eq.(15) deduces:

(18a)

(18b)

Instead, the polynomial option in the regression-based “Trendline” tool of Microsoft Excel solves 
the following equations that are simplified from Eq.(17):

(19a)

(19b)

Microsoft Excel assumes that the conditions of Eq.(16) hold, which is not true. So, the regression-
based “Trendline” tool of Microsoft Excel cannot be trusted to give the correct estimates of a and 
b of Eq.(4). Thus the estimates of σ and λ cannot be trusted as well. The error is introduced when 
Eq.(5) and Eq.(6) are used to estimate σ and λ from the values of a and b.



White Paper

Copyright ©2012 TeamQuest Corporation. All Rights Reserved.

8 of 12 Reevaluating “Evaluating Scalability Parameters: A Fitting End”

Solution

A method using the regression-based “Trendline” tool of Microsoft Excel that solves the problem 
from the previous section is proposed in this section.

Theory
The solution of the problem, posed by the presence of the extra term in the red colored factors of 
Eq.(18), has been published in the proceedings of 2011 IEEE INTERNATIONAL CONFERENCE on 
ELECTRO/INFORMATION TECHNOLOGY as a peer-reviewed paper [5]. For a detailed reading of 
the theory behind the proposed method, one can refer to [5]. Table 7 contains the parameters derived 
using the method described in [5]. Expressions to compute the values in Table 7 are provided next.

Using Microsoft Excel
The flawed regression steps, proposed in [1], can be avoided by implementing the linearization 
transformations proposed in [5].

STEP:1

For a given set of performance data {(Xi, Yi)|i = 0, 1, 2, ..., M} denote the random variables X̂ and 
Ŷ such that

(20)

(21)

The result of this processing on the data sets [4] and [3] are reported in Table 5, below.
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STEP:2

Get the estimate of λ using the linear regression based “Trendline” tool of Microsoft Excel for the 
model function:

(22)

The procedure is slightly different than the procedure in [1]. In this case, choose “line” instead of the 
“polynomial” option in the dialog after selecting the “Trendline” tool of Microsoft Excel. Use the rest 
of the procedure explained in [1] about using the regression-based “Trendline” tool of Microsoft Excel.

STEP:3

Once λ is estimated (estimated λ is reported in Table 7), denote a new random variable, X ̃, as

(23)

The processed data is reported in Table 6.

STEP:4

Again, get the estimate of σ using the “line” option of the “Trendline” tool of Microsoft Excel for 
the model function:

(24)
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The estimated value of σ is reported in Table 7, below.

In Figure 2 and Figure 3 the parameters σ and λ are taken from Table 7. Notice that Nmax in Table 7 
complies with the data in Table 1 and Table 3.
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Figure 2: Comparing the Prediction Graphs 

with Benchmark Data of [3]
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Figure 3: Comparing the Prediction Graphs 
with Benchmark Data of [4]

Figure 2 contains a graphical comparison of the Super-serial Scalability model function and benchmark 
data of Table 1. The data in Table 1 indicates that C(108) > C(36) and C(72) is larger than either of 
C(36) and C(108). The proposed new method predicts that Nmax ≈ 84. Note that 72 < Nmax = 84 < 108 
complies with the expectation based on the predicted performance, C(84), which is larger than 
C(36),C(72) and C(108).

Figure 3 contains a graphical comparison of the Super-serial Scalability model function and benchmark 
data of Table 3. The vertical line at N = 88 in Figure 3 indicates the point at which maximum scalability 
is attained.  Again 72 < Nmax = 88 < 108 and C(Nmax) ≥ C(72).

A very important aspect of the proposed new method is that for both sets of data the predicted Nmax 
is between the measured points at N = 72 and N = 108. The blue colored rows in Table 1 and Table 



White Paper

Copyright ©2012 TeamQuest Corporation. All Rights Reserved.

11 of 12 Reevaluating “Evaluating Scalability Parameters: A Fitting End”

3 suggest such behavior. The method in [1] predicted Nmax outside that interval in each case. So, for 
both sets of example data, the improved method predicts the maximum user load within the expected 
range suggested by the example data, which is better than the method stated in [1].

Conclusion

Comparison of some predicted values in the results with measured data and subsequent analysis have 
shown that the method in [1] is not quite accurate and rather qualitatively awkward. A theoretical 
analysis was used to identify the problem and a process for estimating the parameters was described. 
A correct method was explained and the results compared with data and graphs. This white paper 
shows that the proposed new method is much better for predicting the maximum user load and 
maximum throughput.
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