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1. Let’s Review

The key points that I made in the previous columns can be summarized as:

• Scalability is not a number, it’s a function. Such a function is the Super-Serial model.
• The Super-Serial model is a concave1 function that permits the possibility of a capacity 

maximum. (unlike Amdahl Scaling)
• The independent variable is either the processor configuration C(p) or the user load C(N)
• The shape of the function is controlled by two parameters: σ and λ.
• The σ parameter is a measure of the level of contention in the system (e.g., waiting on 

a database lock)
• The λ parameter is a measure of the level of coherency in the system (e.g., cache-miss 

ratio)
• For the case where λ = 0, the Super-Serial model reduces to Amdahl’s Law.
• Amdahl’s Law has a queueing interpretation viz, worst-case bound with all N users 

enqueued.

It’s interesting to note that scalability (particularly application scalability) is currently a hot 
topic (See for example: [Apache 2000], [Oracle9i 2001], [Trends 2001], [SQLServer 2000]), 
yet few authors are able to quantify the concept. The version of the Super-Serial model most 
appropriate for assessing application scalability (cf. [ Gunther 2000]) is given by:

where C(N) is defined as the Capacity or normalized throughput:

at N users.

Previously, I used the SPEC SDET benchmark as the example for our scalability analysis. SDET 
comes from the SDM (System Development Multitasking)  Benchmark Suite which is currently 
part of the OSG (Open Systems Group) working group within the SPEC benchmark organization. 
In particular, I used SDET data reported in June 1995 for a 16-way Sun SPARCcenter 2000. You 
can download the full report for yourself. The following table summarizes those data.
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C(N) =                           (1)N
1 + σ {(N - 1) + λ N(N - 1)}

C(N) =                        (2)X(N)
X(1)

http://www.spec.org/osg/sdm91/
http://www.spec.org/osg/sdm91/results/res9506/
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Table 1: SPEC SDET Benchmark on a 16-way Sun SC2000

It is also more illuminating to plot these data points to reveal the shape of the throughput curve.

Figure 1: Plot of the SDET data in Table 1
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The most significant features of this benchmark are:

• Reporting a single performance metric is not sufficient. The complete throughput 
characteristic must be displayed.

• The throughput has a maximum (at 1853.20 scripts/hour).
• The maximum throughput occurs at 72 generators (i.e., emulated users).
• There are 3 data points on each side of the maximum throughput (part of the SPEC-SDM 

run rules).
• Beyond the maximum, throughput becomes retrograde!

This makes SDET a very suitable candidate for analysis using our Super-serial capacity model 
(1)  and to that end I will now show you how to evaluate the σ and λ parameters from this 
data. Notice that it would be a good deal more difficult to construct a queueing model with this 
throughput characteristic. The basic steps in the calculation of σ and λ can be summarized 
as follows:

1. Measure the throughput2 X(N) as a function of load (N). (SDET provides that already).
2. Calculate the capacity ratio C(N), the efficiency C/N, and its inverse N/C from the data.
3. Calculate the Quadratic transform. (Explained below).
4. Perform a Quadratic regression fit on the transformed data.
5. Calculate the parameters {σ, λ} from the regression coefficients {a, b, c}.
6. Use the values of σ and λ to predict the complete scalability function, C(N).

These steps are easily carried out in a spreadsheet (e.g., MS EXCEL [Stats for Managers 1999]).

Figure 2: Example spreadsheet

An example spreadsheet is shown in Figure 2. Now, let's examine each of these steps in detail.
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2. Capacity Ratios

Referring back to the benchmark data in Table 1, the first thing to do is to calculate the relative 
capacity C(N) for each of the measured loads (N). We see that the single user throughput was 
measured at X(1) = 64.90 scripts/hour. Therefore,

which follows from the definition in equation (2). Similarly, for N = 216 users we have:

All the intermediate C(N) values can be calculated in the same way. Additionally, we can calculate 
the efficiency (C/N) and it's inverse (N/C) for each of the measured user loads.

Table 2: Relative capacity, efficiency, and inverse efficiency

The complete set of entries appears in Table 2. We are now in a position to set up the corresponding 
data for Regression Analysis [Stats for Managers 1999]. Some readers may already be familiar 
with the most common form of statistical regression that uses a ''Linear Least Squares'' fit. 
The technique we shall use here is a form of nonlinear regression.

N
1
18
36
72
108
144
216

C
1.00
15.35
25.46
28.55
28.18
27.35
26.23

C/N
1.00
0.85
0.71
0.40
0.26
0.19
0.12

N/C
1.00
1.17
1.41
2.52
3.83
5.27
8.24
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3. Regression Equation

Unfortunately, due to the nature of the equation, we cannot perform a regression analysis 
directly on the Super-serial model in equation (1). We can, however, do regression on a 
transformed version of the Super-serial model. The transformed version of C(N) is arrived at 
using the following steps:

3.1 Efficiency Form

First, we divide both sides of equation (1) by N to give:

This is equivalent to an expression for the relative efficiency.

3.2 Inverted Efficiency

Second, we simply invert both sides of equation (3) to produce:

This form is more useful because the right-hand side of equation (4) is now a simple second-
degree polynomial (a parabola), and EXCEL (as well as most other statistical packages) can 
easily fit such a parabola or quadratic equation:

with coefficients: a, b, and c. This is the nonlinear part of the regression referred to earlier.

3.3 Constrained Parameters

Finally, we need to make the connection between the polynomial (5) coefficients {a, b, c} 
and the parameters {σ, λ} of the Super-serial model (1). Note, however, that we have more 
coefficients than we have parameters. Another way of saying this is, we have more degrees 
of freedom in the fitting equation than the Super-serial model allows. Since we are not simply 

=       (3)C
N

1
1 + σ{(N - 1) + λN(N - 1)}

= 1 + σ{(N - 1) + λN(N - 1)}  (4)N
C

y =     (5)ax2 + bx + c
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doing a ''curve fitting'' exercise, we need to constrain the regression in such a way that:

• There are only 2 coefficients
• Their values are always positive

This can most easily be accomplished by adjusting the inverted equation (4) using the following 
variable substitutions:

Y = (N/C) - 1

and

X = (N - 1)

Then, equation (4) can be rearranged to produce:

Notice how it looks very much like equation (5) with the exception that there is no constant 
equivalent to the c coefficient. In other words, the match up between this constrained equation 
(6) and the quadratic polynomial (5) is obtained by setting the intercept to be zero (c = 0).

Overall, these transformations simply mean that we must perform the regression analysis on 
the new variables X and Y defined above.

Table 3: Quadratic Transform

N-1
0
17
35
71
107
143
216

(N/C)-1
0.00
0.17
0.41
1.52
2.83
4.27
7.24
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The values corresponding to these variables are collected in Table 3.The relationship between 
the Super-serial parameters {σ, λ} and the quadratic coefficients {a, b, c} is given by:

and

Notice that the c coefficient plays no role in determining σ and λ. Having secured these 
particulars, we are now in a position to determine the values of the {a, b} coefficients using 
the SPEC SDET benchmark data.

4. Regression Analysis

The simplest way to perform the regression fit in EXCEL is to make a scatter plot of the transformed 
data in Table 3. Once you have made the scatter plot, go to the Chart menu item in EXCEL and 
choose Add Trendline. This option will then present you with a dialog box with 2 tabs:

1. Type 
2. Options

The Type tab allows you to select the type of regression curve you would like to fit to the data. 
Select Polynomial and ratchet the Degree setting until it equals 2. This corresponds to the 
quadratic fit we desire.

σ =    (8)a
λ

λ =     (7)a
b - a
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Figure 3: Dialog box for EXCEL Trendlines

Now go to the Options tab shown in Figure 3 and tick each of the checkboxes:
1. Set intercept 0
2. Display equation on chart
3. Display r-squared value on chart

The first checkbox forces the c coefficient to be zero (as we require). The second and third 
checkboxes will cause the {a, b} coefficients to be displayed along with the R2 value. R2 is 
affectionately known to statisticians as the Coefficient of Determination but you can read it 
as the percentage of variability in the data that is accounted for by the Super-serial model.
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Figure 4: Regression fit to the parabolic transform

The result of these steps in EXCEL is shown in figure 4. We see the transformed data along 
with the fitted quadratic curve (the dashed parabola), as well as the full quadratic equation 
and the R2 value as we requested. The {a, b, c} coefficients are collected in the following table.

Table 4: Regression coefficients for the Quadratic Transform

In this case, R2 = 99.61% which means that less than 1% is unaccounted for by our scalability 
model. This is a statistical definition of ''Not bad, dude!''

Regression
a
b
c

Coefficients
8.00E-05
0.0170
0.0000
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Table 5: Scaling Parameters

The scalability parameters σ and λ can now be calculated by plugging the values from Table 4 
into equations (8) and (7) above. The results are collected in Table 5. This ends the regression 
analysis. We are now in a position to generate the entire scaling curve using the Super-serial 
model in equation (1).

Figure 5: Super-serial model of SDET benchmark data

Super
Parameter

σ
λ

Nmax

Serial
Values
0.0169
0.0047

111

11 of 17    Evaluating Scalability Parameters



White Paper

Copyright ©2011 TeamQuest Corporation. All Rights Reserved.

The resulting scalability curve (dashed line) is compared to the original measurements in 
Figure 5. Several remarks can be made:

1. σ, the contention parameter, is less than 2% (1.69% but let's not get carried away with 
precision).

2.  λ, the coherency parameter, is less than 0.5% (0.47% to be exact).
3.  Below the measured peak load of 72users, serial contention is slightly less than predicted 

by the model.
4.  Above the measured peak load of 72 users, coherency is slightly worse than predicted 

by the model.

Hopefully, these steps have convinced you that the Super-serial model is not only sound 
conceptually, but can be used empirically to analyze real performance data.

5. Less Than the Full Quid

Of course, you may be thinking that we have done quite well only because the data set 
corresponds to a complete throughput curve (above and below the peak load). What happens 
to the regression method when there is less data than that provided by the SPEC benchmark? 
Let's consider some more typical cases:

1. Measurements below the peak
2. Missing an X(1) measurement
3. Measurements around the peak.

5.1 Below the Peak

Suppose we only had 4 data points below the knee of the SDET peak as shown in the following 
table.

Table 6: SPEC SDET Benchmark low contention data

Concurrent
Users (N)

1
18
36
72

Throughput
Scripts/Hour

64.90
995.90
1652.40
1853.20

12 of 17    Evaluating Scalability Parameters



White Paper

Copyright ©2011 TeamQuest Corporation. All Rights Reserved.

This corresponds to the low-load or low-contention region. Recall from earlier remarks that 4 
data points is the minimum requirement for meaningful regression.

Table 7: Low Load Parameters

The σ value is higher than the original regression analysis by a factor of two. The λ value is 
higher than the original regression analysis by a factor of three. The estimate of the peak load 
is closer, however, and the R2 is slightly higher because there are fewer data points to fit.

5.2 Missing X(1) Measurement

If we followed a similar regression analysis using the Amdahl model (λ = 0) instead of the 
Super-serial model, we would find a value of σ = 0.031 (R2 = 0.962) which is in very good 
agreement with the value of σ = 0.033 determined by our previous queueing theory analysis. 
This is an encouraging confirmation of the validity of our regression modeling approach.

The calculations can be found in a spreadsheet which you can download from the Performance 
Dynamics Tools directory.

The X(1) value can be estimated using this simpler 1-parameter Amdahl model. This makes 
sense because close to the origin (N = 0), the models are essentially identical. The details of 
how this is done are presented in my classes [Gunther 2001].

5.3 Around the Peak

Next, suppose we only had 3 data points around the knee of the SDET peak as shown in the 
following table. Three data points is less than the desired minimum requirement but it does 
not prohibit doing the analysis.

Super
Parameter

σ
λ

Nmax
R2

Serial
Values
0.0038
0.0526

68
0.9987
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Table 8: SPEC SDET Benchmark knee

Note also that we are missing the X(1) data point needed to calculate the capacity ratios like 
those in Table 2. We can use our regression technique on the Amdahl model (λ = 0) to estimate it.

Table 9: Knee Parameters

The σ value is much higher than the original regression analysis whereas the λ value is much 
lower than the original regression analysis by a factor of three. The R2 is the highest because 
there are even fewer data points to fit.

Plotting the throughput curves for each of these examples is left as an exercise for the reader.

Concurrent
Users (N)

36
72
108

Throughput
Scripts/Hour

1652.40
1853.20
1828.09

Super
Parameter

σ
λ

Nmax
R2

Serial
Values
0.1629
0.0003

141
0.9991
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6. Summary

What should you walk away with from these online columns about scalability?

First, scalability has to be characterized as a function. The function presented here is the 
effective capacity C(*) based on the normalized throughput-and the throughput is a completely 
measurable quantity. When you are trying to size [SQLServer 2000] processors for a server, 
the appropriate independent variable is the number of processors (p). The processor context 
was used to present the basic concept of scalability in Part 1. For the special case of λ = 0, 
we showed that C(p) reduces to the well-known Amdahl's Law [Gunther 2000]; denoted CA(p).

Conversely, in Part 2, we showed that Amdahl's Law has a queueing theory interpretation when 
p is replaced by N; the number of active users on the system. It represents the extreme case 
where all N requests are either ''thinking'' or enqueued for service. In this sense Amdahl's 
Law, as expressed in CA(N), can be thought of as a worst-case bound on application capacity. 
We applied this bound to the analysis of some real-world benchmark data and showed how 
it is possible to drive out more performance information than would seem apparent from 
the measured data. This additional information was summarized in the section entitled, The 
Elephant's Dimensions at the end of Part 2.

The only thing missing from the previous columns was the determination of the modeling 
parameters σ and λ. That has been the focus of this column. We used (nonlinear) Regression 
Analysis [Stats for Managers 1999] on the application form of the Super-serial model in 
equation (1). The application form, C(N), is most appropriate for analyzing benchmark data.

The basic steps in extracting the scalability parameters can be summarized as follows:

1. Measure the throughput X(N) as a function of load (N).
2. A sparse data sample (more than 4 loads) is OK.
3. Calculate the capacity ratio C(N), the efficiency C/N , and its inverse N/C from the data.
4. Calculate the Quadratic transform.
5. Perform a regression fit on the Quadratic transform.
6. Calculate the parameters {σ, λ} from the regression coefficients {a, b, c}.
7. Use the values of σ and λ to predict the complete scalability function, C(N).

The main point of modeling smaller data samples at the end of this article was to give you 
some confidence that the regression method still works although, as you would expect, the 
predictions may be less accurate than those for a more complete data sample.
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Footnotes
1 The terms concave and convex have strict mathematical  definitions. Here, concave refers to 
the fact that the function C(N) has a unique maximum while convex means there is a unique 
minimum. If you get these terms back-to-front don't worry, I do too. In contradistinction, a 
concave lens  is ''bowl'' shaped and caves in. It doesn't cave out!

2  You do not need to have a data set as encompassing as the SDET benchmark. Fewer measured 
loads can be analyzed using the above capacity model (1), although the projections may not 
be as accurate as a denser data set. In any event, it is advisable to have 4 or more load points. 
This is to offset the fact that it is always possible to fit a parabola through 2 arbitrary points. 
Including another measurement (for a total of 3 points) might also produce an R2 = 1.0, which 
is not very convincing. Hence, 4 data points should be considered the minimal set. The ability 
to make scaling projections based on fewer measured load points can also help to keep the 
time and expense of the measurement process under control.
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